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Abstract 
With the increasing spread of computer assisted surgery, more and more modern 

operating rooms are equipped with navigation systems, each coming with its own 
tracking camera. Since those cameras are part of the closed monolithic navigation system, 
they can’t be used for other applications than the one intended by the supplier. With the 
novel service oriented device connectivity standard (IEEE 11073-SDC), introduced by 
the OR.NET initiative (www.ornet.org), needless double procurements could be avoided 
and multiple systems could use the same camera that – similar to OR lights – could be 
installed as a standard equipment in each OR. This would decrease the cost-to-benefit 
ratio also of new applications that would currently as such not justify to acquire a 
proprietary tracking camera. 

While the integration of a tracking camera to an open medical device IT network can 
open up for new applications, it should on the other hand not impair the usability and the 
safety of the navigation system. Therefore, a low latency must be guaranteed between 
tracking camera and navigational display. 

This paper evaluates the integration of an atracsys fusionTrack 500 tracking camera 
into the OR.NETwork. The response time from a change in the real world to the reception 
of the corresponding data package is measured to determine the feasibility of an integra-
tion without impairing current navigational tasks. 

The results show that, as long as the underlying network infrastructure is not at its 
capacity limit, latencies below 60 ms are achieved. Therefore, the integration of a tracking 
camera for navigational tasks is feasible. 
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1 Introduction 
With the increasing spread of computer assisted surgery, more and more modern operating rooms 

are equipped with navigation systems, each coming with its own tracking camera. Since those cameras 
are part of the closed monolithic navigation system, they can’t be used for other applications than the 
one intended by the supplier. Thus, if one operating room is for example used for total hip arthroplasty 
with the orthopedic navigation system of company A as well as for spinal fusion with the neurosurgical 
navigation system of company B, both using basically identical tracking cameras of company N, 
investments (10-15k € each) and handling for two almost identical tracking systems in the OR are 
necessary and nevertheless none of these tracking systems can be used for other applications. Following 
the OR.NET interoperability approach (Golatowski 2018; Mildner 2015; Vitting 2018; Dell’Anna 
2016; www.ornet.org), this waste of resources could be avoided and one single tracking camera could 
be used by different systems and applications. This issue had been addressed by Ibach (Ibach 2011; 
Ibach 2009), who partly integrated a tracking system into a service oriented architecture (SOA). 
A dedicated server works as a tracking service provider, having one or more tracking cameras attached. 
Each camera can be configured within the open network by one consumer, i.e. the navigation system, 
and can send out the tracking data using direct TCP/IP or UDP packages. With this approach, each 
tracking camera is exclusively controlled by one consumer, i.e. navigation system, at a time. 

However, central tracking services could be useful for many other applications in the OR. New 
applications become possible that are currently not worth acquiring a proprietary tracking camera due 
to a high cost-to-benefit ratio. With just an app on an OR.NET-ready surgical desktop or tablet 
workstation and a standard pointer, a surgeon will be able to measure anatomical dimensions like the 
length of a patient’s limb, the length of an incision or even the rough area of a burn. Also new concepts 
for user interactions with devices independent from a specific navigation system are possible. Examples 
such as the Remote Pointer (Janß 2009) or the Zero-dose C-arm navigation application (Fuente 2007; 
Ladenburger 2012) are only some among many others. Since those examples require the tracking 
system to be configured by multiple consumers simultaneously, the feasibility of a full integration into 
the service oriented IEEE 11073-SDC communication standard family (IEEE 11073-10207, -20701, 
-20702) developed in the context of the OR.NET initiative (www.ornet.org) is investigated in this paper. 
This is in contrast to the approach proposed by Ibach, where only one consumer had the exclusive right 
to control the tracking camera and change parameters like the geometry of the tracked arrays. 

While the integration of a tracking camera to an open medical device IT network can open up for 
new applications, it should on the other hand not impair the usability and the safety of e.g. a navigation 
system. Regarding the usability, it is widely accepted that a latency in the visual feedback impairs the 
outcome of the task to be performed (Luck 2006; Chen 2007). Therefore, a low latency must be 
guaranteed. MacKenzie and Ware (MacKenzie 1993) performed a study where subjects had to move 
the computer cursor towards a target, with different latencies ranging from 8.3 ms to 225 ms, measuring 
task completion time and error rate. Already with a latency of 75 ms an increase in error rate and 
completion time could be measured.  

In contrast to manual navigational tasks, also robotic applications using an OR.NET integrated 
tracking camera are imaginable (Vossel 2017). At the Chair of Medical Engineering, RWTH Aachen 
University, robotic systems are being developed with the tracking camera being an integral part of the 
control loop. Real time control for smooth movement of the end-effector is implemented on a dSpace 
system (dSpace, Paderborn, Germany) with latencies of the tracking signal between 6 ms and 8 ms. 

Regarding the safety of integrating a tracking camera into an open medical device IT network, the 
development of tools and methods for the testing and approval of components and systems for the 
operating room of the future is a major objective of the ongoing work of the OR.NET initiative.  

This paper evaluates the integration of a fusionTrack 500 tracking camera (Atracsys LLC, Puidoux, 
CH) into the OR.NETwork. The response time from a change in the real world to the reception of the 
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corresponding data package is measured to determine the feasibility of an integration without impairing 
current navigational tasks. 

2  Material and Methods 
To evaluate the latency of an OR.NET based tracking system, a setup has been selected with two 

real time Linux systems as consumer and provider, an atracsys fusionTrack500 tracking camera, and a 
single infrared (IR) LED, used as a single fiducial. The consumer and provider software was 
implemented using the SDCLib/C by SurgiTAIX AG, Herzogenrath, Germany (Besting 2018; 
www.surgitaix.com). Details of the underlying service oriented architecture are described in (Ibach 
2008; Kasparick 2015). The IR LED can be controlled by the consumer Linux system. The tracking 
camera is connected to the provider Linux system, which sends out the number of all stray fiducials in 
the working volume of the camera. This metric is published in the OR.NETwork by the provider with 
a 60 Hz update rate. 

 After the IR LED is turned on by the consumer, it gets recognized by the tracking camera as a 
fiducial and this information is sent over the OR.NETwork. The consumer measures the time between 
turning on the LED and receiving the respective data through the OR.NETwork. 

This latency test is carried out in four different scenarios. In the first scenario, only the tracking 
consumer and the tracking service provider are connected to the OR.NETwork. For the second scenario, 
ten medical devices (OR table, footswitch, HF unit, shaver, video endoscope, endoscope light, 
insufflator, endoscope documentation unit, OR lamp and OR camera) as well as a central surgical 
workstation are connected to the network. The workstation makes a discovery scan every 30 seconds 
that is confirmed by each connected device in the network – i.e. the more connected devices there are, 
the higher is the load on the network. Apart from the traffic generated by the discovery messages and 
the tracking camera, no other apparent traffic is generated on the network in the second scenario. During 
the third scenario, the parameters of the connected medical devices are changed multiple times during 
the latency test and the shaver is operated by the footswitch. Additionally, one provider of a simulated 
device was implemented pushing out 200 values every second, imitating for example an anaesthetic 
machine periodically sending vital parameters. Five additional generic providers are activated, sending 
out 5 values every 200 ms each. In the fourth scenario, the capacity limit of the OR.NETwork is tested. 
Therefore, 25 additional generic providers, each sending out 5 values every 200 ms, are added, resulting 
in a total of 31 generic providers. 

As a reference, another setup is tested where the tracking camera is directly connected to the real 
time Linux system controlling the IR LED. This setup measures the bare latency of the tracking camera 
and the software reading out its data. 

In each test scenario, 1,000 latency measurements are taken. Mean latency, standard deviation, 
minimum, maximum and 95 % maximum latency are calculated for these test samples. 
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3 Results 
The results of the latency tests are summarized in Table 1. 
 

Test Scenario / Connected 
Devices to the OR.NETwork 

Mean 
latency 

Standard 
deviation 

Minimum 
latency 

Maximum 
latency 

95 % 
latency 

1) only consumer and provider 14.4 ms 4.9 ms 5 ms 24 ms 22 ms 
2) consumer, provider and 

ten additional medical devices 
14.6 ms 5.0 ms 5 ms 24 ms 22 ms 

3) consumer, provider, ten 
medical devices and 
six simulated devices 

19.8 ms 8.7 ms 5 ms 57 ms 36 ms 

4) consumer, provider, ten 
medical devices and 
31 simulated devices 

106.2 ms 129.6 ms 5 ms 1,188 ms 362 ms 

Reference measurement 
without the OR.NETwork 

4.3 ms 0.9 ms 3 ms 8 ms 6 ms 

Table 1: Results of the latency tests with different test scenarios. 

4 Discussion 
The results show that the required latency of less than 75 ms can be achieved easily with a tracking 

camera integrated to the OR.NETwork, as long as the network is not at its capacity limit like in scenario 
four. Comparing the latencies measured in scenario one to the reference measurement, there is a time 
loss between 2 ms and 16 ms. This is mainly due to the limited update rate of 60 Hz (equaling one new 
frame every 16.7 ms) with which the tracking data is transmitted over the OR.NETwork. Comparing 
scenario one to scenario two reveals that just the traffic generated by the discovery messages of the 
additional devices inside the network has no significant effect on the latency. Even providers sending 
out data periodically and simultaneous user interaction being performed with other medical devices, as 
measured in scenario three, do not interfere with the navigational task.  

Only for robotic applications the increased maximum latency and standard deviation of scenario 
three could lead to disturbances of the control algorithms. A real time add-on to the OR.NET-SDC-
standard with a second parallel network in place, as proposed in (Vossel 2017) and (Pfeiffer 2018), 
could eliminate this issue. Another solution would be to use the same physical network but different 
channels for real time and non real time traffic as presented in (Cucinotta 2009). In the OR.NET context, 
those channels could be administered by a dedicated OR.NET switch. The switch would be aware of 
connected real time devices and in predefined time intervals (e.g. every millisecond) a time slot of for 
example 100 µs could be reserved for real time traffic. In the remaining time, the normal traffic of the 
service oriented OR.NETwork can be handled. This way only one physical network is required and 
backwards compatibility is given to OR.NET ready devices that do not comply with a future real time 
add-on of the standard. The evaluation of this approach is one objective of our ongoing work. 

The proposed real time add-on could then also solve disturbances of the navigational task when the 
OR.NETwork is at its capacity limit, as tested in scenario four. On the other hand, pushing the network 
to its limit is probably only performed when transferring large amounts of data such as 3D images or 
4k video streaming, which is unlikely to happen during the navigational procedure. 

The tests presented in this paper are a first estimation and have some minor drawbacks. When 
comparing the latency results to literature, the time required to show the position of the instruments on 
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the display, including the display update rate, is not included. This time, which highly depends on the 
hardware of the navigation system and the connected monitor, must be added to the results shown in 
Table 1.  

Further tests should be carried out that do not only measure the bare latency of the tracking device 
and the OR.NETwork but also give a navigational task to a group of users. These usability tests are 
further aspects of our ongoing work. In parallel, related safety concepts and strategies are iteratively 
evaluated with notified bodies in Germany and the Food and Drug Administration in the US (Janß 2018; 
Blaar 2016; Zeißig 2016) in the scope of the OR.NET initiative (www.ornet.org). The work presented 
in this paper contributes to these efforts. 
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